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ABSTRACT

We revisit the Gaussian process model with spherical harmonic features and study
connections between the associated RKHS, its eigenstructure, and deep models.
Based on this, we introduce a new class of kernels which correspond to deep
models of continuous depth. In our formulation, depth can be estimated as a ker-
nel hyper-parameter by optimizing the evidence lower bound. Further, we intro-
duce sparseness in the eigenbasis by variational learning of the spherical harmonic
phases. This enables scaling to larger input dimensions than previously, while also
allowing for learning of high frequency variations. We validate our approach on
machine learning benchmark datasets.

1 Introduction

Deep neural networks (DNNs) have become a go-to methodology for modeling functional relation-
ships from data, y = f(x) + ε. The ability to train massive networks on structured data has led to
impressive results on language modeling and computer vision tasks. Meanwhile, scientists in other
fields seek reliable function approximators with statistical uncertainty quantification, and in these
applications Gaussian process (GPs) models have become the standard. Is there a way to get the
best of both? Can we take some of the model-structure and scalability that have made DNNs so
popular, and embed it into a Gaussian process model?

Recent works (Dutordoir et al., 2020, 2021) have made use of spherical harmonic analysis to draw
connections between Gaussian process methods and deep networks. Those authors introduced a
variational inference method where spherical harmonics form the basis of an approximation to the
Gaussian process posterior. Since the spherical harmonics form a Karhunen-Loeve expansion of the
Gaussian process, several matrix computations are reduced in complexity due to analytic diagonal-
ization. This methodology forms the basis of the current manuscript and we give an introduction in
section 5.1.

Meanwhile, other authors have explored the connections between the limits of very large DNNs and
Gaussian processes. In his seminal thesis, Neal (1996) showed that a single-layer neural network
with a Gaussian prior on the weights becomes a Gaussian process as the size of the network grows to
infinity. Cho and Saul (2009) introduced deep kernels by allegory with deep networks, and Matthews
et al. (2018) showed that these kernels do indeed correspond to multi-layer neural networks with
Gaussian process priors. They also showed that in practical settings, the Gaussian process limit
arises rather quickly, with networks of width of order 100 behaving as Gaussian processes.

Further work has demonstrated that Gaussian process behavior of deep networks remains when
the network is trained using gradient descent. Jacot et al. (2018) introduced the neural tangent
kernel (NTK), which describes how a trained neural network exhibits Gaussian process behavior
in the large-width regime. Yang (2020) devised a systematic method to compute such a kernel
corresponding to a large number of neural network architectures, and (Garriga-Alonso et al., 2018)
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examined the case of convolutional residual networks. A common theme in these works is that
whilst Gaussian-process equivalents to large networks exist, they are often expensive to compute.
For example in Bietti (2021), constructing the kernel matrix for an image-recognition task took 10
hours on a 1000-core machine.

This work brings together the computational method from Dutordoir et al. (2020) with some of
the advances in understanding the (kernels of) Gaussian processes connection to large DNNs. We
first review some connections between RKHS eigenstructures and deep model structures; we clarify
how the corresponding RKHS gives rise to polynomial kernels with spherical harmonics as the
orthogonal basis; we introduce kernels of continuous depth so that depth may be estimated as a
kernel hyper-parameter; and we introduce variational learning of spherical-harmonic phases, which
enables scaling to larger input dimensions than previously.

We demonstrate our combined methods on machine learning benchmark datasets.

2 Deep learning with kernels on the sphere

By definition, any function that can be factorised into a radial and an angular component, must be
acting on a hyper-sphere, i.e., it is a spherical function. For instance, let us take the typical Relu
function defined as σrelu(x>w) = max(0,x>w), for some w ∼ N (0, I), x ∈ Rd. If we project the
vectors onto the unit sphere Sd−1 by normalising them, we can easily see that the Relu function is
indeed spherical:

σrelu(x>w) = ‖x‖‖w‖max(0,
x>w

‖x‖‖w‖
) = ‖x‖‖w‖︸ ︷︷ ︸

radial

σrelu(
x>w

‖x‖‖w‖
)︸ ︷︷ ︸

angular

. (1)

Based on this observation, Cho and Saul (2009) studied the limit of infinite wide fully connected
neural networks when the activation is a Relu function. They found that the equivalent kernel takes
the form of:

k(x,x′) = Ew

[
σrelu(w>x)σrelu(w>x′)

]
= ‖x‖‖x′‖︸ ︷︷ ︸

radial

1

π

(
t (π − arccos(t)) +

√
1− t2

)
︸ ︷︷ ︸

angular,κ(t)

, (2)

with t = x>x′

‖x‖‖x′‖ and κ(t) the shape function of the kernel. We see that the above kernel is a bi-zonal
function (zonal in either x or x′). This is an improtant observation, since zonal functions enjoy a
particular relation with spherical harmonics, as we shall see in the next section.

Equivalent kernel of a deep network. The above result can be extended to derive the equivalent
kernel of a deep fully connected network with more than two layers. Allowing the layers to be wide
enough, i.e., infinite width we end up with the not surprising result of:

κL(t) := κ ◦ · · · ◦ κ︸ ︷︷ ︸
L−1 times

(t). (3)

All we left to do is to rescale the shape function by multiplying with the appropriate radii so we have
the final form of the equivalent kernel. Note that a good practice is to normalise κ(1) = 1, so that
we also have κL(1) = 1.

3 Introduction to spherical harmonics

Spherical harmonics are functions defined on the surface of a sphere. They arise as the solution
of the angular part of Laplace’s equation when expressed in spherical coordinates. Given a point
on the unit hyper-sphere, x ∈ Sd−1, we write φm` (x) to denote the spherical harmonic of order
(or frequency) ` and orientation (or phase) m, with ` ≥ 0 and |m| ≤ `. Spherical harmonics are
understood to be the generalization of a Fourier series to the sphere: the order ` is equivalently a
frequency, and the orientations m are phases. For a 2-sphere, the harmonics correspond precisely to
sines and cosines of frequency 2π`, and there are exactly two phases for any frequency (i.e. the sine
and cosine part of the Fourier series).
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An important property of the spherical harmonics is that they form a complete, orthonormal basis
on the sphere Sd−1, which is embedded in the d-dimensional space Rd. Therefore, they satisfy the
property: ∫

Sd−1

φm` (x)φm
′

`′ (x) dΩ = δ``′δmm′ , (4)

where δ is Kronecker’s delta and Ω the surface of the Sd−1 sphere. For a specific dimension d ≥ 3
and order ` there exist

N(`, d) =
2`+ d− 2

`

(
`+ d− 3
d− 1

)
(5)

linearly independent harmonics.

Any zonal function can be written as the linear combination of the spherical harmonics:

f(x>z) =

∞∑
`=0

N(`,d)∑
m=1

f̂`,mφ
m
` (x) , (6)

where the coefficients f̂`,m are given by the Funk-Hecke formula:∫
Sd−1

f(x>z)φm` (x) dΩ = λ`φ
m
` (z) =: f̂`,m . (7)

We identify the terms f̂`,m as the Fourier coefficients of the function f , associated with the eigen-
functions φm` , i.e., the spherical harmonics. The terms λ` are the eigenvalues, which as we will see
in a next section do not depend on the orientation m.

Another property of the spherical harmonics that will be proven useful in our analysis comes from
the addition theorem. This states that for the spherical harmonics of degree ` in dimension d the
following holds:

N(`,d)∑
m=1

φm` (x)φm` (x′) =
`+ α

α
C

(α)
` (x>x′) , (8)

where α = d−2
2 and C(α)

` is the Gegenbauer polynomial of order `.

3.1 Linear models on the spherical harmonic basis

Spherical harmonics can be used as basis function in linear model in the same way as any other
basis function. Since linear-Gaussian models can be written as Gaussian processes, it should be
clear that linear-Gaussian models with spherical harmonic basis lead to Gaussian processes with
spherical kernels. To illustrate, consider a linear model for a single frequency ` of the form g(x) =∑
m wmφ

m
` (x), with x ∈ Sd−1 and wm ∼ N (0, λ`), where we explicitly pick λ` as the variance

to make the connection obvious. Taking the product of the function at two points x and x′ and
integrating over wm we have:

Ewm
[g(x)g(x′)] =

N(`,d)∑
m

Ewm

[
w2
m

]
φm` (x)φm` (x′) = λ`

`+ α

α
Cα` (x>x′) , (9)

where in the first equality we used the independence between wm and in the second equality the
addition theorem (8).

We recognize the right-hand-side of Eq. (9) as a kernel. With a closer look, we see that this kernel
is a bi-zonal function, containing only the `th frequency, and can be written in the form of Eq. (6).
Now plugging Eq. (7) into Eq. (6) and applying the addition theorem from Eq. (8), recovers the
exact same kernel. This gives rise to the reproducing property of the kernel space. We continue our
analysis by properly defining spherical kernels via the corresponding RKHS.

3.2 From spherical functions to spherical kernels

Following Mercer’s theorem, the RKHSH associated to a zonal kernel is given by:

H = {f :
∑
`≥0

N(`,d)∑
m=1

f̂`,mφ
m
` (·) s.t. ||f ||2H :=

∑
`≥0,λ` 6=0

N(`,d)∑
m=1

f̂2`,m
λ`

<∞} , (10)

3
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where λ` is the eigenvalue of the kernel corresponding to the `th frequency.

To compute the eigenvalues λ` we first observe that for a given point x′ ∈ Sd−1, the kernel k(x,x′) :
Sd−1 → R is a spherical function. As such, it can be factorised in a radial (i.e., the scale) and
an angular (i.e., the associated shape function) component. Further, it can be written as a linear
combination of the spherical harmonics

k(x,x′) := r(x,x′)κ(x>x′) = r(x,x′)

∞∑
`=0

N(`,d)∑
m=0

λ`φ
m
` (x)φm` (x′) , (11)

where κ(·) is the shape function (i.e., the angular component) of the kernel. Similarly to Eq. (7) we
express λ`

λ`φ
m
` (x) =

∫
Sd−1

κ(x>x′)φm` (x′) dΩ , (12)

and the (d−1)dimensional integral can be transformed to a one dimensional over the shape function
via the Funk-Hecke formula to give us the eigenvalues:

λ` =
ωd

C
(α)
` (1)

∫ 1

−1
κ(t)C

(α)
` (t)(1− t2)

d−3
2 dt , (13)

ωd is the surface of the sphere.

Combining Eqs. (11) and (8) enable us to write any spherical kernel as a polynomial expansion:

k(x,x′) = r(x,x′)

∞∑
`=0

`+ α

α
λ`C

(α)
` (x>x′) . (14)

4 Continuous depth kernels

In the previous section we have seen how to construct equivalent kernels for fully connected deep
neural networks, by simple composition of the shape function. Here we introduce our approach on
defining spherical kernels with continuous depth.

We begin by inspecting Eq. (2) for the case of L compositions of the shape function, κL(·). If we
are able to compute the eigenvalues of the deep Relu kernel, or any other kernel with a valid shape
function, then we can write it as a polynomial expansion, similarly to Eq. (14). The behaviour of the
eigenvalues for the spherical kernels has been the subject of interest in many studies recently (Bietti
and Bach, 2021; Belfer et al., 2021). One key result is that the eigenvalues decay polynomially as we
move to higher frequencies. Moreover, Bietti and Bach (2021) have shown that for different shape
functions, the decay rate can depend or the depth.

Motivated from the above findings and looking again at Eq. (14) we can define a spherical kernel
without having access to a specific shape function and without needing to compute the integral from
Eq. (13), which obviously depends on the depth through the composed shape function.

We propose to use a kernel of the form:

k(x,x′) = r(x,x′)

∞∑
`=0

`+ α

α
`−βC

(α)
` (x>x′) , (15)

where we explicitly model the eigenvalues via the polynomial `−β and, the order of the polynomial
β > 0 is a kernel hyper-parameter. There are two important observations we need to state. First,
the proposed kernel does not correspond directly to a known function; instead, it can be seen as a
random spherical harmonic feature expansion, in analogy to the random Fourier features. Second,
by learning the β hyper-parameter we model the effect of depth in a continuous way; lower values
for β correspond to deeper kernels.

Empirical study of the eigenvalue decay. In Fig. 1 we compare the eigenvalue decay between the
two approaches: (i) the deep NTK kernel (Jacot et al., 2018) via compositions of the shape function;
and (ii) the proposed polynomial expansion approach with continuous depth via the hyper-parameter

4
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Figure 1: Eigenvalue comparison between the proposed kernel with continuous depth vs the NTK
kernel with varying depth levels, for 3 dimensional problems (left) and 10 dimensional problems
(right). Each eigenvalue is depicted relative to the corresponding eigenvalue of the first non-constant
frequency.

β. The first thing to notice is that the dimension of the problem plays an important role. Counter-
intuitively, in higher dimensions (right panel), the high frequencies vanish rapidly, as even after only
10 frequencies the decay is more than three orders of magnitude. Further, by adding more depth
the decay rate becomes slower in both low and high dimensions and the high frequencies become
more relevant. The effect is especially pronounced in the low dimensional problems. Finally, notice
how the proposed kernel with continuous values for β mimics the behaviour of NTK with increasing
number of shape function compositions, i.e., depth.

5 Spherical harmonics as features for GPs

Here we leverage our knowledge on the spherical kernels to build efficient Gaussian process models
on the associated RKHS. These models mimic the behavior of deep fully connected neural networks.

5.1 Inter-domain GPs with spherical harmonics

In their work Dutordoir et al. (2020) have proposed a variational approach based on spherical har-
monics to learn an approximation to the GP posterior. To do so they introduced an inter-domain
approach where the inducing features are the spherical harmonics. This results in diagonal covari-
ance structure for the kernel via the Mercer’s theorem and also allows to learn features with global
structure compared to the local information of the traditional inducing points. More specifically,
they define inducing variables um` as the inner product between the GP function f and the spherical
harmonics:

um` = 〈f, φm` 〉H. (16)

Then, they use the reproducing property to compute the covariance between the function and the
inducing features, i.e., [kfu(x)]`,m as:

cov [f(x), um` ] = E [f(x)um` ] = 〈k(x, ·), φm` 〉H = φm` (x) . (17)

Similarly for the covariance between the inducing features they obtain:

cov
[
um` , u

m′

`′

]
= E

[
um` u

m′

`′

]
= 〈〈k(·, ·), φm` 〉H, φm

′

`′ 〉H = 〈φm` , φm
′

`′ 〉H =
δ``′δmm′

λ`
, (18)

which admits a diagonal structure for the kernel matrix Kuu.

Plugging Eqs. (17),(18) into the variational posterior from (Hensman et al., 2013) leads to the ap-
proximation

q(f) = GP
(
Φ>(·)m, k(·, ·) + Φ>(·)(S−Kuu)Φ(·)

)
, (19)

where Φ(·) = {λ`φm` (·)}`,m and m,S are the mean and variance, respectively, of the variational
distribution q(u) = N (m,S).

5
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To learn the model, one needs to optimise the evidence lower bound (ELBO) wrt the variational
parameters and the kernel hyper-parameters

ELBO =

N∑
i=1

Eq(f) [log p(yi | f(xi))]− KL [q(u) || p(u)] , (20)

where y is the output of the function we are trying to model, p(yi|f(xi)) is the likelihood of choice
and, p(u) = N (0,Kuu) is the sparse GP prior.

5.2 Sparse features with phase truncation

From a practical perspective, working with the method from Dutordoir et al. (2020) requires to
pick a truncation level ˆ̀ for the order/frequency of the spherical harmonics. Then a set of points
V = {v`,m}`,m,v`,m ∈ Sd−1, is chosen on the sphere via a Gram-Schmidt orthogonalisation
on V>` V`, so that the points V` = {v`,m}N(`,d)

m=1 are maximally separated and form a complete
fundamental set. Then, {C(α)

` (V>` V`)}
ˆ̀
`=0 corresponds to the full set of spherical harmonic features

up to order ˆ̀. The variables V play the role of the inducing inputs and are kept fixed throughout
optimization, as they are already optimally placed.

Although efficient, this approach has two limitations. First, the number of inducing points M ,
which is the total number of phases across all the chosen frequencies, scales exponentially with the
number of dimensions. Second, most of the high-frequency components are explicitly ignored due
to the truncation at a lower frequency ˆ̀.

To alleviate this, we propose to introduce an extra truncation m̂, this time at the phase level of the
spherical harmonics. So instead of using all the harmonics within each frequency, we settle for a
smaller number of basis functions. This practically allows us to truncate the frequencies at a much
higher order ˆ̀, which results in features that capture more high frequency characteristics of the
function.

A direct consequence of our proposed approach is that the frequencies that have been truncated in
phase do not constitute a set of spherical harmonics any more. We ensure, however, that they remain
orthogonal polynomials by explicitly orthogonalizing the corresponding V` within each truncated
frequency. Furthermore, we now have the option to optimize the phases of the truncated frequencies,
as the v`,m are variational parameters in our ELBO.

We call the features learned by this two-way truncation as sparse spherical harmonic features.

6 Experiments

Here we evaluate the proposed methodology in the context of sparse GPs using the continuous depth
kernel and the sparse spherical harmonics as inducing features.

6.1 Experiment on SUSY classification

We first demonstrate the effectiveness of the proposed approach on a large-scale classification prob-
lem. To do so, we use the SUSY dataset to classify whether we can detect from the result of a
simulation if super-symmetric (SUSY) particles have been produced or not. We follow a similar
experimental setup as Dutordoir et al. (2020) and we use the last 10% out of the 5 million records in
the dataset to test our model. The inputs to the model consist of eight kinematic properties measured
by the particle detectors in the accelerator. To train the models we used 7 frequencies and with a
truncation at 100 phases. This results to approximately 500 inducing features. In Table 1, we report
the results in terms of the AuC score and we compare against a custom 5 layer neural network ar-
chitecture from (Baldi et al., 2014). We see that our single layer GP performs similarly to a DNN
without any hassle on picking an architecture, or deciding on the size of the depth. For reference
we have also included the performance of the classic spherical harmonics features for sparse GPs
from (Dutordoir et al., 2020), which we have trained with 5 frequencies with no phase truncation
(results again in approximately 500 inducing features). It is important to note that the GP with the
proposed sparse spherical features have reached the performance of (Dutordoir et al., 2020) in half
the iterations and then the AuC continued to improve.

6
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Table 1: Performance comparison on the SUSY dataset.
Method AuC

ours 0.870
Dutordoir et al. (2020) 0.864
Baldi et al. (2014) 0.867

6.2 Experiment on UCI regression benchmarks

We continue our evaluations on the song (Bertin-Mahieux et al., 2011), buzz and houseelectric
datasets from the UCI corpus (Dua and Graff, 2017). We follow the same experimental setup as
in (Sun et al., 2021) and randomly choose 20% of the data points as test set and repeat across 3
splits. We compare the sparse spherical harmonic features with 15 frequencies and phase truncation
of 100 (∼ 1500 inducing features), to the model with all the harmonics with 5 frequencies and no
phase truncation (∼ 1400–1700 inducing features). Both models are trained with the polynomial
decay kernel. Fig. 2 summarizes the results in terms of the test negative log-likelihood (NLL) and
the root mean squared error (RMSE). It is worth noting that the sparse spherical features not only
outperform the classic spherical harmonics but they also achieve superior performance compared
to (Sun et al., 2021) which needs 16K inducing features.
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Figure 2: Test negative log-likelihood and root mean squared error on regression benchmarks. The
sparse spherical harmonic features outperform the full harmonics most of the time.

7 Conclusions

In this work we revisited the prior work on sparse Gaussian processes with spherical harmonics to
solidify the understanding of the connection between deep models and spherical functions. Specif-
ically, we introduced a new kernel which corresponds to deep models of continuous depth and we
further proposed to variationally learn the phases of spherical harmonic features, which results in a
more efficient set of global descriptors with high frequency components. Our experimental evalua-
tions on standard machine learning benchmarks verify the efficacy of the proposed approach.
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